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Al on the futu™..:\:

Artificial intelligence will lead to an estimated tw-

the near future, writes Omkar Rai. This is a goc”
the study of AT and machine le

centure, &

mpany,
wce or AThas the potential

cmrent gross
~to the Indian econo-
2035. Al can provide
incramental value to
stors such as agriculture,
cation, healthcare, m.
turdy i ener
at will, of courss
mean the creation ox
all these sectors, both
experts and others.
To s these opjx
tunities, Indian IT ce
and tech startups shoul
upgrade technologi
build up Al skills
prise level. Right skilling is
the most critical factor for
success in |
tion. And
adoption of Al in industry,
abaut two lakh jobsin the sec
tor are expected to be created

.
What gives India the edge
isthecountry’s.
and engineering talent
ol. Around 2.6 willion Indi
ear with
degrees in . technolo.
&y, engineering and mathe
matics (STEM). This is more
than thet nunber of such
eraduates produced by all the
G7 countries put togethey
While our universities
and promier tecduiol
tutes are
search in
terprises are taking
research further - and
creating jobs — to come up

tech startups. Dur
five ypars, more U
oduct startups
were incorporated in Tndia
This reflects how Indian tech

product dev

Acconding to another Ac-
centure report, in 2016 India
vanked third among G20
countries on the basis of the
mumber of Al startups. Indi-
an IT behemoths have al
veady started delivering Al
solutions to their global
clients, In addition, most For
tune 500 companie
anresearch and dey
in Al have their t
India. Anyoue studyin
incidentals is, therefor
sured a job

Innovation and R&D (ve

search and development) ¥
he mainstay of the Ind
IT industry in coming years
; ¥ Nasscom figures,
) or engineering R&D
brought in $26.9 billion rev-
2025, ER&D
enueis expected to veach
billion.
Alalso has the potentialto
solve namerons challenges
As

broadband,
schools in rural areas can be
augmented with lastmile
conneetivity to enhance the
learning experience of stu-
dents using augmented re.
ality and virtual reality.
With the help of A solu
tions, learning elements
can be customised, based
upan theassessment ofstu
dents

While the opportunities
are huge, India needs to
leverage the capahility and
domasin competency of a

achieve the god
Acecording (o a report

by Frost & Sullivan, a mar

ket research company, the

Aldriven healthcare

ket is expected t

6.6 billion by 2021 from

e
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and &

help rea
drastically
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early-stape dis
save millionsol .

courage AL Last
asked the NITI Aayog
tablish the national §
gramune on Al to augment
search. To introduce schoor
students to Al and develop a
young talent pool, the CBSE &
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Gartner Hype Cycle for Emerging Technologies, 2017

‘ Connected Home
Virtual Assistants (Deep Learing
loT Piatform Machine Learning
Smart Robots Autonomous Vehicles
Edge Computing Nanotube Blectronics
Cognitive Computing
Augmented Data .
Discovery Blockcha

Smart Wor . Commercial UAVS (Drones)

Conversational
User Interfaces

Volumetric
Displays

Brain-Computer Cognitive Expert Advisors

Interface

Quantum
Computing

Digital Twin
Serverless
PaaS

56

Human
Augmentation

Expectations

ueu;&mrphlc Enterprise Taxonomy
araware
Deep Reinforcement and Ontology Management Virtual Reality
Learning Software-Defined
Artificial General Security
4D Printing /X Intelligence
Augmented
Reality
Smart Dust
| ) Peak of
nnqvatlon Infilated ’ Trough of Slope of Enlightenment
Trigger Expectations Disillusionment

Piateau will be reached in:
@ less than 2 years
@ 2to5years

@ 51to10years

/\ more than 10 years

As of July 2017

Plateau of
Productivity

Time

gartner.com/SmarterWithGartner

Source: Gartner (July 2017)
@ 2017 Gartner, Inc. and/or its affiliates. All rights reserved.
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Scientific Interest in Computer-Aided Diagnosis in Endoscopy (CAD):
The Number of Publications Is Rising
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DDW 2017 — 3 abstracts, DDW 2018 — 16 abstracts, UEGW 2018 - 26 abstracts, DDW 2019 -38

Based on M. Liedlgruber , A. Uhl. Endoscopic image processing - an overview ISPA’1998 - 2009,
PubMed, ScienceDirect Search 2010-2017



Kak Bce ObI1no?

Artificial intelligence

Computer programs that

mimic human cognitive

functions such as learning Machine learning

and problem solving. Computer-t e s
for analyzing data and
learning descriptive or
predictive models.
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Deep Learning

Convolutional Neural
Network (CNN)

-

o

Machine
Learning (ML)

/
/" Natural Language

) / Processing (NLP)

Vision
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Content Extraction

Classification
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. Machine Translation |

Question answering

Jl

Text generation
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Speech to Text

Text to Speech




///’ Artificial intelligence: Any technique making a computer or software mln;l;\ \ Ka K 3TO p a 6 OTa eT ?
J’/ )

human function such as learning and problem solving

? AN
//:‘ Machine learning: Technique of artificial intelligence for the automatic
o
s

learning and improving without being explicitly programmed

o
Deep learning: Technique of machine |
learning with multi-layered neural
networks algorithms
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Classic machine learning
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Input data Feature learning Classification Output

Deep learning

Input data Feature learning with Qutput
classification
(multiple hidden layers)

Supervised learning
Tralnlng
Input —» Q i —> Output
(labeled data) ——
Machine learning Unsupervised learning o 0
@» |C9 ===
¥ Y & Input —> Q i —> Output (o) Dimension reduction
(no labeled data) e o Clustering (structure, data visualization)

Reinforcement learning ]
l Reinforcement % i

A— Real-time decision

O

ML automatically builds mathematical algorithms from
given data (known as input training data) and predicts
or makes decisions in uncertain conditions without
human instructions

In the medical field, ML methods such as Bayesian
networks, linear discriminants, SVMs, and ANNs have
been used

The ANN as a hierarchical structure consists of an
input, hidden connection (between the input and
output layer), and output layer.

The connection in the hidden layer has a strength
(known as weight) that is used for the learning process
of the network

Among several Al methods, DL received the attention
of the public and has shown excellent performance in
the computer vision area using CNNs.

Yang YJ, et al. World J Gastroenterol 2019; 25(14): 1666-1683 DOI: 10.3748/wjq.v25.i14.1666




CONVOLUTIONAL NEURAL NETWORK (CNN)

Layer 1 Layer 2 Layer 3 Layer 4 Output

o A CNN is designed to think similarly to
the human brain, using large image
datasets to learn patterns in correlating
images

o These models are trained with datasets
containing images that have an element
of interest versus datasets that do not

o A CNN makes inferences and predictions
as if it believes that the element of
interest is present within any given image,
even if it has never seen that specific
image before




Interpretability

CpaBHUM?

Interpretability-accuracy tradeoff
in classification algorithms of machine learning.

Support Vector Machines

Support vectors (class -1) 4
A

@ Linear regression

=i
@ Decision trees . o
O [ |
o |
@ K-nearest neighbors ° o Rel m
Hyperplane.__/-L;
/7
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@ Random forests ’

Support vectors (class 1)

@ Support vector machines

@ Deep neural networks

>
>

Accuracy

Yang YJ, Bang CS. Application of artificial intelligence in gastroenterology.
World J Gastroenterol 2019; 25(14): 1666-1683 DOI: 10.3748/wjq.v25.i14.1666]
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Liver Diseases $6cton 10 Pharyngeal Cancer ~ =Secton3
- Detection by ultrasonography, CT, MRI - Detection by endoscopy wih white-ight
HCC, hemangioma, metastasss, Image and NEI

 FNH
-mw:nmummmpndioﬁon Upper Gl Diseases  oSocton
NAFLD, vral hepatits, PSC, « Detection by endoscopy

Iver ansghantation st
Pancreas Diseases  -Secton f1 H. pylrtafioghic gasirks
- Detecton by CT andiorEUS e kgl
Pmmwcmw Wclm
« Diagnosis by EUS

IPMN, AP GIST wSoction §
- Risk analysis « Diagnosis by EUS
iicoudimics Duodenal and Small Intestinal
Colon Cancer and Polyp Secton 7 Lesions 2866000 6
» Dedection/diagnosis by endoscopy - Detection by endoscopy o VCE
Colgncancmndadom Adenoma, bleeding, biood content,
- Detoction by VCE vascular lesion, efosion, ulcer, elc.
Colon potyp

18D =Sacton 8

1BS #Secton § - Detection by endoscopy
- Data anayss - ey saringby endoscopy
Trigger foods, gut microbiota - Prognosis prediction by data analysis

Liver mass
(Schmauch et al 2019)

Early gastric cancer
(Hirasawa et al. 2018)

Pharyngeal cancer
(Tamashiro et al. 2020)

Small intestinal bleeding
(Tsubol et al. 2020)

Al system categories Areas of assistance
Technical Scope guidance for colonoscope insertion®!
Detection (CADe) Polyps detection™

Diagnostic (CADx)

Therapeutic

) . MEe
Bleeding detection ™!

Early cancer identification

Cancer staging (estimation of invasion depth

Polyp characterization or classification'"'*!

Diagnosis of normal vs. inflammatory mucosa in IBD'"”

Gl disease prediction from patient data'™"

Lesion delineation”"!

Assistance in therapeutic decisions (such as complementary surgical resection post-endoscopic
resection for malignant lesions)"!

Risk stratification, prediction of outcomes, and potential need for therapeutic intervention (in Gl
bleeding)"”!

(7.8]
)W.lﬂl

Mainly in small bowel exploration for obscure GI bleeding. Al: Artificial intelligence; CADe: Computer-assisted detection; CADx: Computer-assisted
diagnosis; IBD: Inflammatory bowel disease; GI: Gastrointestinal.

El Hajjar A, Rey JF. Artificial intelligence in gastrointestinal endoscopy: general overview.
Chin Med J (Engl). 2020;133(3):326-334. doi:10.1097/CMS.0000000000000623

Oka, Akihiko, et al. "A New Dawn for the Use of Artificial Intelligence in Gastroenterology, Hepatology and Pancreatology."

Diagnostics 11.9 (2021): 17109.



Application of artificial intelligence in upper gastrointestinal diseases

Upper gastrointestinal diseases

Physician
Diagnostic Training Al performance
Ref. Study aim Study type . Al classifier Test data set performance
modality data set (Acc/Sen/Spe)
(Acc/Sen/Spe)
Cho et al. Identify the depth of Retrospective  WLI DenseNetl61 + 2,590 Data set A: 309 77.30/80.40/80.70 -
9), 2020 mucosal invasion of Inception- images images; Data set B:
gastric cancer ResNet-v2 206 images
Eversonet  Classification of ESCN  Retrospective ME-NBI CNN 7,046 - 93.30/89.70/96.90  —
al. (15), on the basis of capillary images
2019 loop in the nipple
Horiuchi ez Distinguish gastric Retrospective ME-NBI GoogLeNet 2,570 258 images 85.30/95.40/71 -
al. (16), cancer from gastritis images
2020
Hirasawa et  Diagnosis of gastric Retrospective 'WLI, NBI, and SSD 13,584 2,296 images NA/92.20/NA -
al. (18), cancer chromoendoscopy images
2018
Ikenoyama  Comparison of the Retrospective WLI SSD 13,584 2,940 images NA/58.40/87.30 NA/31.90/97.20
etal (19),  ability of CNN system images
2020 and physicians in
detecting gastric cancer
Kumagai et  Diagnosis of ESCC Retrospective EC GoogLeNet 4,715 1,520 images 90.90/92.60/89.30  100/89.30/90
al. (20), images
2019
Guo et al. Diagnosis of early Retrospective NBI SegNet 6,473 Data set A: 59 NA/98.04/95.03 -
(24),2020  esophageal cancer images  patients, Data set

B: 2004 patients,
Data set C: 47

videos, Data set

Zhou J, et al. Application of artificial intelligence in gastrointestinal disease: a narrative review.
Ann Transl Med. 2021,;9(14):1188. doi:10.21037/atm-21-3001

Real-time automated diagnosis of precancerous lesions and early
esophageal squamous cell carcinoma using a deep learning model
(with videos)

LinJie Guo, MD - Xiao Xiao, PhD « ChunCheng Wu, MD
Bing Hu, MD 2

... Malay Sharma, MD - Jingjia'Liu, BS

Show all authors

Published: August 21, 2019 + DOI: https://doi.org/10.1016/j.gie.2019.08.018

Original Endoscopy Image Frames Under NBI

s
Detection Neural Network
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Computer-Aided Diagnostic System

Characterization of Colorectal Lesions Using a Computer-Aided
Diagnostic System for Narrow-Band Imaging Endocytoscopy

Masashi Misawa 2 « Shin-ei Kudo e Yuichi Mori ¢ ... Haruhiro Inoue e« Yukitaka Nimura  Kensaku Mori &

Show all authors

Open Access * Published: April 09, 2016 * DOI: https://doi.org/10.1053/j.gastro.2016.04.004 -

W) Check for updates
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Noise rejection
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& Artificial vs HUMAN
4— Intelligence &3
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